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Abstract 

The rapid growth of AI-generated images, especially with techniques such as Generative Adversarial Networks 

(GANs), has complicated the ability to tell apart genuine content from artificial creations. This issue is vital for 

preserving the authenticity of visual media, where conventional detection methods often struggle. Current 

detection approaches concentrate on machine learning and deep learning techniques, including neural 

networks (CNNs). These methods aim to reveal subtle flaws and irregularities in images, like inconsistencies 

in pixel distribution and lighting, which serve as critical signs of AI involvement. The research emphasizes the 

necessity for ongoing development in detection technologies to keep up with the quick progress of AI 

advancements. Ensuring that these detection methods are accurate and dependable is crucial for protecting 

against misinformation and maintaining confidence in digital content. This paper reviewed Deepfake detection 

system. 
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1. Introduction 

The swift development of artificial intelligence has 

led to some amazing things, but it’s also brought up 

big problems. One of those is the rise of AI-made 

media, like deepfakes and synthetic pictures. These 

super-realistic fake images and videos are so good 

that telling what’s real from what isn’t is getting 

really tough. This is a big worry. It could help spread 

lies, fool people, and sway opinions in serious ways. 

At the heart of these technologies are what's called 

Convolutional Neural Networks (CNNs). They’re 

super important for recognizing images. CNN models 

have changed over time. They started with simpler 

designs like LeNet5, and now we have more 

advanced ones like ResNets & DenseNets [1]. These 

newer models fix issues like vanishing gradients & 

overfitting by improving how information flows. But 

with all this progress in making realistic content, it’s 

also made deepfakes more common. Deepfakes are 

fake audio and video that look real because of deep 

learning tricks [5]. Basically, AI looks at many 

pictures or videos of a person’s face to swap that face 

onto someone else’s body in an image or video. The 

result? Very convincing but totally fake stuff! 

Recently, two popular techniques for changing faces 

have caught a lot of attention—especially from people 

up to no good—raising worries about how this tech 

might be misused. To tackle these risks, researchers 

are working hard on smart detection systems to spot 

AI-made media. They use machine learning and deep 

learning to find things that don’t seem quite right, 

helping separate real content from fake stuff. There’s 

a real need for strong solutions to fight against how 

AI-generated media can be misused as it becomes 

more common every day. 

2. Literature Survey 

The research [1] has brought tremendous 

improvements in the digital face manipulation 

detection handling of face forgery as an area of study 

still has a long way to go. Research from 2019 

showed modeling these unreliable head poses in 
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deepfakes can enable models to obtain high AUROC 

scores, suggesting that deepfakes are indeed 

detectable with near perfect classification accuracy. 

These models in particular focused on the relative 

difference from central-face estimated head poses 

with respect to full-head and were marked as key 

discriminators for modified images. Nonetheless, the 

study highlighted major drawbacks with current 

methods in dealing especially those to low-quality 

images which most of the current techniques cannot 

tackle properly. The author in [2] is strengthening the 

notion of adaptability and specificity, in 2020 added 

an attention mechanism to their detection strategy. 

This new approach is more suitable for a problem 

such as remember where it allows to respond with 

enhanced detection and localization of manipulated 

facial features at the same time, particularly so in 

scenarios with decreased false detection rates. Yet, it 

also highlighted the need for broader datasets that 

cover a wider sweep of manipulation types to more 

comprehensively evaluate and improve detection 

methods. The researcher in [3] point to a way forward 

by improving both sensitivity and robustness of 

detection schemes against the intricate and diverse 

faces-in-the-wild manipulations in the digital era and 

at the same time are calling for novel methods from 

the research community to fill the gaps previously 

identified. Much of the research has highlighted the 

difficulty faced in detecting deepfakes and trying to 

reduce face manipulations by acknowledging image 

artifacts. The approach which they used was based on 

machine learning methods, i.e., classification 

algorithms k-NN and logistic regression for the 

analysis & segmentation of images that were 

identified as deepfake. When tested with GAN 

generated data, the k-NN classifier performed 

strongly (AUC: 0.852), highlighting its ability to 

discriminate between real  and  fake images . In 

addition, logistic regression models in combination 

with other features achieve comparable performance 

comparable to deep models, showing potential for 

simple and light deepfake detection the open-source 

software he used won the end-to-end experiments for 

face examination. This feature will just record the 

time point when a malicious ad appears. not guarantee 

to store names of people who have visited any site on 

daytimes face current online attacks. But even so, 

there obviously will need to be technological filings 

for quick recovery. The need for better adjustment of 

contact points on between structures and organs has 

often been raised in past experience with 

interventional systems. A general trend is less 

movable joints in medical equipment the researchers 

put forward the direction of post-operative drainage 

for patients who undergo hepatectomy. Many works 

of this kind are published these days but there is no 

cross-reference standard cataloging formal structure 

to account for them all so it's tough sledding indeed 

where these do not appear for discussion. In [4] Dense 

Net – a new and exciting concept in the construction 

of convolutional networks. DenseNets are known for 

their dense connectivity pattern within layers, which 

leads to a decrease in the number of model parameters 

compared to conventional architectures such as 

ResNets. This design not only solves the vanishing 

gradient problem through improving the gradient 

flow, but also improves the parameter efficiency, 

making DenseNets have high computational 

efficiency. For example, a DenseNet that has the same 

computational complexity as a ResNet-50 can 

outperform a ResNet-101, providing high 

computational efficiency. The authors pointed out 

several questions that could be asked in future works, 

including the exploration of the capacity of 

DenseNets that had not been systematically studied at 

the time of writing. The work in research [5] 

introduces DeepfakeStack, a new ensemble learning 

technique dedicated to improving the deepfake 

detection. This is where DeepfakeStack is superior 

because it applies several deep learning models in one 

step to enhance the detection rates. Thus, this 

ensemble approach takes the best from different 

models to design a reliable system that can detect 

deepfake videos with a high precision as confirmed 

by the detection accuracy of 99.65%. This not only 

provides an effective approach for deepfake detection 

but also presents possible directions for model 

enhancement and future deep learning research on 

combating fake media. The table 1 shows the details of 

literature survey. 
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Table 1 Literature Survey Detail 
Author & Ref.     Year                                         Methods 

Xin Yang, Yuezun Li and Siwei Lyu [2] 2019 Exposing Deepfakes Using Inconsistent Head Poses 

Hao Dan FengLiu Joel Stehouwer Xiaoming 

Liu Anil Jain [5] 

2020 On the Detection of Digital Face Manipulation 

Falko Matern Christian Riess Marc Stamminger 

[1] 

2019 Exploiting Visual Artifacts to Expose Deepfakes and Face 

Manipulations. 

Laurens van der Maaten, Zhuang Liu, Gao 

Huang [3] 

2017 Densely Connected Convolutional Networks 

Md. Shohel Rana, Andrew H. Sung [4] 2020 DeepfakeStack: A Deep Ensemble-based Learning 

Technique for Deepfake Detection 

2.1 Methods of Detecting Media 

Head Pose Estimation: Deepfakes may fail to 

reproduce natural head movements and poses because 

they are not perfect. Inconsistencies in the head pose 

can therefore be useful in identifying manipulated 

media. [1] 

Facial Landmark Analysis: This approach involves 

comparing and contrasting some facial characteristics 

(eyeballs, nose and mouth) in order to assess the 

common abnormalities and defects that are apparent 

in manipulated images. This is because the generated 

faces do not always preserve the proper positioning 

of these landmarks during expressions or head 

movements; hence, their movements can be used to 

identify manipulations. [2] 

Visual Artifact Detection: This approach aims to 

detect digital imprints which are an outcome of the 

deepfake generation including improper illumination, 

anomalous texture or pixel level discrepancies. Such 

minor artifacts that can easily escape the notice of the 

human eye can be utilized by deep learning 

algorithms to determine if a given face image or 

video has been manipulated or not. [3] 

DenseNet for Feature Propagation: Enhancing the 

feature spread in DenseNet is accomplished by 

ensuring that all layers are interconnected in a feed 

forward manner through densely connected 

convolutional layers. This architecture allows better 

gradient flow and reuse of features from earlier 

layers, making it highly effective for tasks like image 

classification, where detailed feature extraction is 

essential for detecting subtle visual differences. [4] 

Deep Ensemble-Based Learning: A deep ensemble- 

based learning technique combines multiple deep 

learning models, each trained to detect different 

aspects of deepfakes (such as pixel-level anomalies, 

temporal inconsistencies, or facial distortions). [5-7] 

3. Proposed System 

Overview of the Proposed system: - 

3.1 DeepfakeStack Technique 

A method for deep learning to detect deep fake 

images. Fuses few states of the art deep learning 

classifiers and then uses it in a single classifier for 

better classification results [8]. 

3.2 Architecture 

 The base learner models which were used are 

XceptionNet, ResNet101, 

InceptionResNetV2 and so on. 

 The first level model selected is Deepfake 

Classifier (DFC) which will learn in the 

presence of second level base learner’s 

prediction. 

3.3 Model Training 

 The individual predictions are then presented 

to the meta learner in order to induce 

knowledge from them [9-11]. 

 The meta-learners are trained with out of 

sample data, this is data that was not used 

when building the model. 

4. System Architecture 

Data Collection: We are downloading the data from 

the CelebFaces Attributes (CelebA) Dataset from 

Kaggle platform (Figure 1). 

Data Preprocessing: It can be used in order to 

prepare the collected data and adjust it for processing 

in a more suitable form. This comprises imputation of 
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the missing values, scaling of features, coding of 

categorical data and dividing the data into training 

and test set [12-14]. 

 

 
Figure 1 System Architecture 

 

Base Learner Creation: Build multiple models 

(Machine Learning models) for the same problem 

using other different algorithms or different 

techniques. 

Stack Generalization: A method where the result of 

the base learners is given as input to another learner 

in order to enhance the result [15]. 

Ensemble Creation: Standalone, simple, or more 

sophisticated methods can be employed to aggregate 

the forecasts coming from individual learners. It can 

also encompass the means by which the meta-learner 

obtains the results of the predictions made. 

Evaluation: At least one of the parameters such as 

Accuracy, Precision, Recall or F1 Score 

recommended should be used to measure the 

efficiency of the proposed ensemble model. Check 

your results and rule out the likelihood of chance. 

Deployment: After any model has been developed 

and tested, it ought to be planted into a live 

environment where it can generate its prediction on 

new data. This will entail developing the API or 

embedding the model into websites or programs. 

5. Results and Conclusion 

5.1 Results 

There are many works dedicated to enhancing the 

techniques for identifying manipulations in images 

and videos and, in particular, Deepfakes, using 

classical and deep learning-based approaches. The 

author also tested simple visual artifacts that include 

eye color inconsistencies, lighting effects, and 

geometric deformities that were also found to be 

useful with an AUC of 0.866 [3]. A new attention-

based mechanism enhanced the detection by learning 

the manipulated regions, achieving an AUC of 

99.76% on the DFFD dataset [2]. Head pose 

discrepancies were also quite impactful with 

AUROC results of 0.89 for per frame and 0.974 for 

video level in the UADFV dataset and 0.843 in 

DARPA GAN Challenge dataset [1]. DeepfakeStack, 

an ensemble model that incorporates models such as 

XceptionNet and DenseNet, obtained an accuracy of 

99.65% and an AUROC of 1.0 pointing out the 

model’s capability [5]. The DenseNet’s structure also 

reveal efficiency in its performance 

Conclusion 

The combined research suggests that basic visual 

cues, as well as complex deep learning algorithms, 

are quite efficient in identifying digital face 

manipulations such as Deepfakes. Techniques like 

head pose discrepancy, Attention based architectures, 

and ensemble of deep models have been seen to 

perform well with satisfactory generalization across 

the different datasets [16]. This is where architectures 

like DenseNet come into play; it has been shown that 

it is indeed possible to attain the same levels of 

accuracy as these larger and more complex 

counterparts while employing These studies indicate 

that, although existing detection methods are 

efficient, further developments are needed. 
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