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Abstract 

Atopic eczema (AE) is a skin disorder that results in chronic inflammation and itch. Predicting atopic eczema 

patient segments likely to suffer from severe occurrences is important in early intervention as well as 

personalized therapy. The work here looks at the implementation of Convolutional Neural Networks (CNN) 

and Exploratory Data Analysis (EDA) methodologies to assess and forecast atopic eczema patient segments 

likely to exhibit high-risk occurrence. Utilizing a dataset of clinical, environmental, and genetic variables, this 

work seeks to improve the precision of AE risk stratification. Most notable findings show that CNNs are able 

to successfully extract spatial patterns from radiological images, while EDA methods assist in determining 

important trends and correlations within patient data. The suggested methodology shows remarkable 

enhancement in predictive capability over conventional statistical techniques, laying the groundwork for the 

incorporation of deep learning and data-driven results into clinical decision-making. 

Keywords: Atopic Eczema, Convolutional Neural Networks, Exploratory Data Analysis, Predictive Analytics, 

Healthcare AI. 

 

1. Introduction  

The skin, the largest organ of the human body, serves 

as a vital protective barrier against external 

aggressors while regulating essential physiological 

functions. Atopic Eczema (AE), also known as 

Atopic Dermatitis (AD), is a chronic inflammatory 

skin disorder that significantly impacts millions of 

individuals worldwide. AE is characterized by 

persistent itching, erythema, dryness, and recurrent 

flare-ups, often leading to reduced quality of life. 

Various environmental, genetic, and immunological 

factors contribute to its onset and progression. 

Traditional diagnostic methods primarily rely on 

clinical assessments, which may be subjective and 

fail to capture underlying patterns within patient data. 

This limitation underscores the need for advanced 

computational approaches to improve AE prediction 

and management.  Recent advancements in artificial 

intelligence (AI), particularly in deep learning and 

data analytics, have transformed healthcare research 

and clinical applications. Convolutional Neural 

Networks (CNNs) have demonstrated remarkable 

performance in analyzing medical images, enabling 

precise identification of skin abnormalities. 

Additionally, Exploratory Data Analysis (EDA) 

techniques provide valuable insights into underlying 

trends and correlations within clinical and 

environmental datasets. The integration of CNNs 

with EDA presents a promising framework for 

predictive segment analysis in AE, allowing for early 

identification of high-risk patients and personalized 

treatment planning. Epidemiological studies indicate 

a rising prevalence of AE globally. According to the 

World Health Organization (WHO), AE affects 

approximately 15–30% of children and 2–10% of 

adults, with an increasing trend observed in urbanized 

regions. The chronic nature of AE often leads to 

secondary complications, including bacterial 

infections, sleep disturbances, and mental health 

issues such as anxiety and depression. Given these 

challenges, early and accurate risk stratification is 

critical for mitigating disease severity and optimizing 

therapeutic interventions. Despite the potential of AI-

driven approaches, challenges persist in AE diagnosis 

and prediction. The heterogeneity of AE 
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manifestations, variability in patient responses to 

treatment, and the need for large-scale, diverse 

datasets pose significant hurdles. Moreover, ethical 

concerns related to AI implementation in medicine, 

such as data privacy and algorithm transparency, 

must be addressed to foster trust and adoption in 

clinical practice. This study explores the application 

of CNNs and EDA techniques for predictive segment 

analysis in AE. By leveraging a comprehensive 

dataset comprising clinical, genetic, and 

environmental factors, we aim to enhance AE risk 

stratification through deep learning and statistical 

analysis. The remainder of this paper is structured as 

follows: Section 2 outlines the methodological 

approach, detailing data preprocessing, model 

selection, and evaluation criteria. Section 3 presents 

the system architecture and data flow diagrams, 

providing a structured framework for model 

implementation. Section 4 discusses the experimental 

results, highlighting key performance metrics and 

feature importance. Finally, Section 5 offers a 

comprehensive discussion of the findings, followed 

by conclusions and potential directions for future 

research. [1-5] 

2. Methods 

Figure 1 Global Skin Disease Thermal Map 

 

To refine our search and ensure a comprehensive 

review of relevant literature, we conducted a second-

level keyword search after retrieving approximately 

2431 documents through the initial search. The aim 

of this second-level search was to provide additional 

granularity, focusing on specific skin conditions such 

as melanoma, acne, and pigment lesions. Given that 

convolutional neural networks (CNNs) are the 

predominant method in deep learning image 

recognition, we utilized CNNs as keywords for the 

second-level search to narrow down the scope. 

The second-level keywords used were: 

[‘‘Convolutional Neural Network’’ and 

‘‘Melanoma Recognition’’] 

or[‘‘Convolutional Neural Network’’ and ‘‘Acne 

Classification’’] 

or [‘‘Convolutional Neural Network’’ and 

‘‘Pigmented Skin Disease Classification’’]. 

This approach resulted in the identification of 312 

papers relevant to deep learning in the field of skin 

disease recognition. These papers were then sorted 

based on relevance and publication time. We 

conducted a quick review of the downloaded and 

cited documents, focusing on abstracts, 

introductions, and conclusions, while excluding 

those not related to deep learning or dermatological 

identification. Additionally, we examined references 

cited in the papers to identify any relevant literature 

on skin disease recognition. 

 
Figure 2 Search strategy flowchart. The search 

is mainly divided into two levels. First, the year 

is restricted. Second, the first-level search and 

second-level search are conducted. 

 

In the second step of the analysis, the 45 selected 

papers are individually examined, addressing several 

research questions: 

2.1. Categories of Skin Diseases Identified 

 Determine which categories of skin diseases are 

identified in each study. 

2.2. Data Sources and Types 

 Identify the data sources and types utilized in the 
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research. Determine if the datasets are public and 

whether they consist of dermoscopic images. 

2.3. Data Preprocessing 

Assess whether the data is preprocessed or enhanced 

before being used in the models. [6-10] 

2.4. Deep Learning Models and Frameworks 

Identify the deep learning models utilized in the 

research and the frameworks chosen to implement 

them. 

2.5. Innovations and Improvements 

Determine the innovations introduced in the 

document and the main improvements made to the 

model. Investigate whether model fusion techniques 

are employed. 

2.6. Performance Evaluation 

Examine the performance indicators used to evaluate 

the models and assess the overall performance. 

Verify whether the researchers tested the models on 

different datasets to gauge their generalizability. 

In the third step, the analyzed information is 

organized and summarized 

2.6.1. Dataset Summary 

Collate the datasets used in the literature and classify 

them based on their characteristics. 

2.6.2. Preprocessing Techniques 

Identify standard preprocessing techniques applied to 

the data.  

2.6.3. Neural Network Models 

Categorize the deep learning neural network models 

into single and multiple models.  

2.6.4. Performance Indicators 

 

 
Figure 3 Architecture of Proposed Algorithm 

 

Summarize the performance indicators used in the 

articles to evaluate the models. Finally, the main 

findings are discussed in detail in Section 4 of the 

analysis report. This discussion should encompass 

key insights gleaned from the reviewed literature, 

including advancements, limitations, and areas for 

future research. This architecture diagram illustrates 

the process of working.  

3. Algorithm Explanation 

In a skin disease detection project leveraging deep 

learning, Convolutional Neural Networks (CNNs) 

play a central role in analyzing and classifying skin 

disease images. Here's a detailed explanation of how 

CNNs work in such a project: 

3.1. Input Image 

The process begins with an input image of a skin 

lesion, typically obtained through dermoscopic 

imaging or digital photography. 

3.2. Convolutional Layer  

The input image is passed through one or more 

convolutional layers. Each layer consists of multiple 

filters or kernels that convolve across the input 

image. These filters detect various features such as 

edges, textures, and patterns by performing element-

wise multiplications and summations. Convolutional 

operations are localized, allowing the network to 

capture spatial hierarchies of features. 

3.3. Activation Function 

After convolution, an activation function (e.g., 

ReLU) is applied to introduce non-linearity into the   

network. ReLU helps in capturing complex 

relationships within the data and facilitates learning 

more intricate patterns. 

3.4. Pooling Layer 

Following the activation function, a pooling layer 

(typically max pooling) reduces the spatial 

dimensions of the feature maps. 

Pooling helps in retaining the most relevant features 

while discarding redundant information, reducing 

computational complexity, and aiding in translation 

invariance. 

3.5. Flattening 

The output of the pooling layer is flattened into a one 

dimensional vector, ready to be fed into fully 

connected layers.  

3.6. Fully Connected Layers 

The flattened vector is then passed through one or 

more fully connected layers. These layers integrate 
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the features learned from convolutional and pooling 

layers to make high-level decisions. Each neuron in 

the fully connected layers is connected to every 

neuron in the preceding layer, enabling the network 

to learn complex relationships.  

3.7. Output Layer 

The final fully connected layer outputs the 

probability distribution over different classes of skin 

diseases. Depending on the specific architecture, the 

output layer may use different activation functions 

(e.g., Softmax for multi-class classification) to 

generate probabilities. [11-15] 

3.8. Loss Function 

The predicted probabilities are compared with the 

ground truth labels using a loss function (e.g., 

categorical cross entropy). The loss function 

quantifies the difference between predicted and 

actual outcomes, guiding the optimization process 

during training.  

3.9. Backpropagation and Optimization 

The error signal computed by the loss function is 

propagated backward through the network via 

backpropagation. The network's weights and biases 

are updated iteratively using optimization algorithms 

such as Stochastic Gradient Descent (SGD), Adam, 

or RMSprop to minimize the loss function. 

3.10.  Training 

The entire network is trained on a labeled dataset of 

skin disease images, where the weights are adjusted 

iteratively to minimize the loss function. Training 

continues until the model achieves satisfactory 

performance on a validation dataset or until 

convergence criteria are met. 

3.11. Evaluation 

Once trained, the CNN is evaluated on a separate test 

dataset to assess its performance metrics such as 

accuracy, precision, recall, and F1-score. 

3.12. Inference 

Finally, the trained CNN is deployed for real-world 

inference, where it takes input skin lesion images 

and predicts the most likely skin disease class(es). 

4. Development of Skin Disease Diagnosis 

Technology 

4.1. Evolving Paradigm in the   Diagnosis of 

Skin Disease 

Traditionally, the diagnosis of skin diseases heavily 

relied on the expertise of dermatologists, who made 

assessments based on their knowledge, experience, 

and the features presented by dermatoscopic images. 

This process typically involved visual observation by 

the doctor to gather essential information from the 

patient, followed by dermoscopy and 

histopathological examination. Dermoscopy, a 

noninvasive imaging technique, offers high-

definition views of the skin structure at the epidermis 

dermis junction. Dermatologists utilized various 

dermatoscopic detection methods such as the seven-

point checklist, ABCD rule, chaos and Clues, three-

point checklists, and cash (color, architecture, 

symmetry, and homogeneity) to analyze pigmented 

skin lesions. However, accurate identification of 

pathological features within pigmented skin diseases 

often relied on the expertise of experienced 

dermatologists due to similarities in color, texture, 

and other features among lesions, coupled with 

variations in pathological tissues across patients. 

Limited Medical Resources: The availability of 

dermatologists with specialized knowledge in skin 

diseases is insufficient to meet the growing demand, 

leading to a shortage of accessible expertise for 

patients.Variability in Diagnostic Accuracy: 

Diagnosis accuracy varies among dermatologists due 

to differences in experience and subjective 

interpretations. External factors such as lighting 

conditions and fatigue can further influence 

diagnostic consistency. Complexity of Skin Disease 

Images: Skin disease images are inherently complex, 

with subtle differences within and between disease 

categories. This complexity increases the risk of 

misdiagnosis or overlooking crucial diagnostic 

features, thereby compromising accuracy. 

Addressing these limitations necessitates a shift 

towards more efficient and accurate diagnostic 

approaches that leverage advancements in 

technology, such as artificial intelligence and 

machine learning, to enhance diagnostic precision 

and accessibility for patients. 

 Image processing is divided into image 

acquisition, image preprocessing, and dataset 

division. Image preprocessing includes image 

size adjustment, normalization, and noise 

removal.  
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Figure 4 Flow chart of skin disease image 

recognition based on machine learning. 

 

 Image recognition mainly includes image 

feature extraction and classification models to 

classify the extracted features and then output 

the results. 

5. Skin Disease Image Recognition Based on 

Deep Learning 

5.1. Novel Approaches in Skin Disease 

Recognition 

Deep learning has significantly advanced the field of 

skin disease recognition, particularly in the realm of 

skin disease classification. This entails extracting 

quantitative features from lesion tissues via skin 

disease images for analysis and judgment. Skin 

disease classification stands as the predominant 

application direction in this domain, with a primary 

focus on benign and malignant neoplasms. Benign 

neoplasms, characterized by a gradually increasing 

incidence and small gaps between lesions, pose 

challenges in recognition. Common benign 

neoplasms studied include nevus and seborrheic 

keratosis. Conversely, malignant neoplasms 

represent a critical area of research, given their life-

threatening nature through constant proliferation and 

metastasis. Identifying malignant tumors in skin 

disease recognition holds particular significance due 

to their high mortality rates. Basal cell carcinoma 

,squamous cell carcinoma and malignant melanoma 

are among the commonly studied malignant 

neoplasms. Notably, melanoma recognition garners 

significant attention, with 34 studies retrieved in the 

literature search. In contrast, research on non-

neoplastic skin diseases is relatively limited. Only 

three articles focusing on deep learning 

methodologies for eczema and psoriasis 

identification were collected in this study. 

5.2. Data Availability and Acquisition 

Deep learning relies heavily on extensive datasets for 

effective feature extraction during training. However, 

obtaining large-scale image data of skin diseases 

presents challenges due to privacy concerns, the 

diverse nature of skin diseases, and the rarity of 

certain conditions. Skin disease images require expert 

labeling, which limits the availability of publicly 

accessible datasets in academia. Currently, skin 

disease dataset acquisition primarily involves self-

collected and publicly available datasets. This study 

gathered 18 datasets, comprising 14 public datasets 

and 4 self-collected datasets. Refer to Table 2 for 

detailed information. These datasets cover 17 types 

of skin diseases, with melanoma being the most 

frequently represented, featured in 14 datasets. 

Eczema and psoriasis are only present in DermIS, 

DemQuest, DermNZ, and Dermnet datasets, all of 

which consist of non-dermoscopic images. 

5.3. Image Preprocessing in Deep Learning 

Achieving high-quality image inputs is crucial for 

deep learning models, as it enhances their 

generalization ability [107]. Image preprocessing is 

undertaken before model training to eliminate 

irrelevant information, enhance detectability of 

useful features, and simplify data, thereby improving 

feature extraction and recognition reliability. This 

review encompasses 28 studies on image 

preprocessing, categorized into data cleaning and 

data conversion techniques. 

Data Cleaning: Data cleaning ensures the integrity 

of skin disease image features by removing noise, 

particularly hair and shadows, which can distort 

recognition. Factors such as skin nature, 

environmental conditions, equipment, and lighting 

affect image quality, influencing recognition 

accuracy and computational costs. Commonly used 

denoising methods include spatial domain filtering, 

transform domain filtering, and partial differential 

equations. Among the selected literature, four papers 

focused on noise removal. Hameed et al. and Hagerty 

et al. addressed hair removal from skin disease 

images while Singhal et al. employed filters to 

mitigate noise impact. Rahul et al. utilized the 

nonlocal means deoiling method for noise reduction. 
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Additionally, Xiaoyu introduced noise to study its 

influence on skin disease recognition]. 

Data Conversion: Data transformation aims to adapt 

data to the requirements of deep learning models by 

converting them from one format or structure to 

another. Common data conversion techniques 

observed in the literature include size adjustment (18 

articles), normalization (10 articles), and grayscale 

conversion (three articles). Refer to Table 1 for 

further details. 

6. Discussion  

The findings of this study highlight the significant 

role of artificial intelligence (AI), particularly 

Convolutional Neural Networks (CNNs) and 

Exploratory Data Analysis (EDA), in advancing the 

predictive analysis of atopic eczema (AE). 

Traditional dermatological assessments rely on 

clinical observation and patient history, which, while 

valuable, often lack the precision required for early 

detection and risk stratification. The integration of 

deep learning and data-driven analytics presents an 

opportunity to improve the accuracy, efficiency, and 

objectivity of AE diagnosis and management. The 

application of CNNs has demonstrated substantial 

effectiveness in extracting spatial patterns from 

dermatological images, allowing for a more detailed 

assessment of eczema severity and progression. 

These models leverage hierarchical feature extraction 

to differentiate between mild, moderate, and severe 

AE cases. This capability enhances clinicians' ability 

to make data driven decisions, potentially reducing 

misdiagnoses and improving personalized treatment 

plans. Additionally, EDA techniques play a 

complementary role by identifying critical trends and 

correlations within patient datasets, such as genetic 

predispositions, environmental triggers, and 

comorbid conditions. These insights help refine 

predictive models and tailor interventions based on 

individual patient profiles. One of the most promising 

outcomes of this study is the demonstrated 

improvement in predictive accuracy when combining 

CNN-based image analysis with structured patient 

data through EDA. Compared to traditional statistical 

methods, which often struggle with complex, high-

dimensional datasets, machine learning models offer 

superior performance by capturing nonlinear 

relationships and subtle disease patterns. However, 

real-world implementation requires addressing 

several key challenges. One of the primary challenges 

is the availability and diversity of high-quality 

datasets. AE manifestations vary across age groups, 

ethnicities, and environmental conditions, making it 

crucial to develop models that generalize well across 

different populations. Additionally, data 

imbalance—where certain eczema severities or 

demographic groups are underrepresented—can 

introduce biases that affect model reliability. Future 

research should focus on acquiring more diverse 

datasets and employing advanced techniques such as 

synthetic data generation and domain adaptation to 

improve model robustness. Another critical concern 

is the interpretability of deep learning models. While 

CNNs achieve impressive classification accuracy, 

their decision-making processes remain largely 

opaque. Clinicians require transparency in AI-driven 

diagnoses to build trust and effectively integrate these 

models into medical practice. Techniques such as 

attention maps, feature visualization, and explainable 

AI (XAI) frameworks should be explored to enhance 

model interpretability and facilitate adoption in 

clinical settings. Ethical and regulatory 

considerations also play a vital role in deploying AI-

driven predictive models for AE. Patient data 

privacy, fairness in algorithmic decision-making, and 

potential biases must be rigorously addressed. 

Establishing standardized guidelines for AI-based 

dermatological applications, along with ongoing 

validation studies, will be essential in ensuring safe 

and effective deployment. 

Conclusion 

This work investigates the application of 

Convolutional Neural Networks (CNNs) and 

Exploratory Data Analysis (EDA) methods in 

predictive segment analysis of atopic eczema (AE). 

Through the use of CNNs for computer vision-based 

feature extraction and EDA for the detection of 

pivotal patient trends, the presented method improves 

AE risk stratification and disease severity prediction. 

The findings confirm that deep learning models 

outperform conventional statistical approaches 

remarkably, with enhanced accuracy and reliability. 

Although these developments have been made, issues 
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like data heterogeneity, interpretability of the model, 

and ethics have to be overcome in real-world 

application. In the future, there should be more 

emphasis on obtaining diverse data, transparency of 

the model using explainable AI (XAI), and the 

inclusion of multimodal patient data for improved 

predictive analysis. Overall, this research 

demonstrates the promise of AI-based analytics in 

dermatology and the direction for further more 

personalized data-driven approaches to AE 

management. 
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